A novel approach for heuristic pairwise DNA sequence alignment
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Abstract: With the ever increasing speed at which DNA can be sequenced the available computing power is struggling to follow at the same pace. In contrast to earlier days of DNA sequencing, it now takes longer to align the data than to sequence it. Thus, new approaches to solve the alignment problem need to be investigated. A perfect sequence alignment might not always be required, specially when available computing power is limited. With that in mind, a purely heuristic approach to sequence alignment is proposed and evaluated. The evaluation shows good performance and quality with the used datasets, but suggest that the algorithm should not be used as the final alignment step, but to quickly identify alignment candidate locations.
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1 Introduction

Most current aligners use at some point in their alignment the Waterman-Smith algorithm [1], or a closely related one like Needleman-Wunsch [2] or Gotoh [3]. Examples of such an aligners are SHRiMP [4] and SSAHA [5]. Algorithms of that family will find an optimal alignment, but at the cost of computing time and memory consumption. They also struggle to adapt to biological rules of the sequences to align. Those include affine gap penalties, where gap starts and gap extensions in the sequence to be aligned are scored differently, or sequencer specific features, like homopolymer errors, where repetitions of nucleotides are sequenced in the wrong number. To address those problems, we developed a new heuristic algorithm based on a novel approach.

2 Alignment

With next generation sequencing (NGS) techniques, DNA is sequenced in small sequences, ranging from 30 to 1000 nucleotides in length. The origin of those sequences on the source genome is unknown after the sequencing process. To find their location on the original genome, the location on the reference genome is searched where the sequence has the least amount of mismatches. Those mismatches mostly come in the form of SNPs (Single Nucleotide Polymorphism, a single change between the sequence and the reference) but also indels (insertions or deletions of a certain number of nucleotides). To speed up the detection of the most likely place to which the sequence has to be aligned, many algorithms use as a starting point for the alignment a seed. The seed is a portion of the sequence to be aligned that can easily be located on the reference genome using an index. Figure 1 shows sequence aligned against a reference, starting from the initial seed TA, containing indels. The SNPs and indels are marked in blue. An alignment algorithm tries find the optimal way to extend the seed, to find the alignment with the maximal score. The score is calculated using the differences between the sequence and the reference. SNPs and indels have different costs, leading to the final alignment score.
Figure 1: Sequence alignment

Most sequences to align will have several seeds that map to the reference. Those seeds can map to regions near each other, or to regions far apart in the reference genome. Some seeds might also map to several different positions. The seeds are evaluated according to some criteria to select only the most promising ones and then align them using a classic algorithm. The evaluation of the seed can be based on its uniqueness or as in the BLAST [6] algorithm, by extending left and right, to score the seed depending on the amount of matching bases. It is on this idea of extending the seed that our novel algorithm is based. BLAST expands the seeds allowing no gaps in the extension. This is done by a simple comparison between the bases of the sequence and the reference, starting from the seed. If there is an indel close to the seed, the score will naturally be low. The proposed algorithm does the same extension, but allows for indels at every step.

3 Algorithm

The Gotoh algorithm solves the alignment problem by creating a matrix where every position of the read is compared to every position of the reference. Using the score of the neighbor base in the matrix, a matrix containing the maximum score for the alignment at every position is created, allowing to find the optimal alignment between the two sequences. As described in [7], heuristic algorithms have a big potential of speeding up the alignment process. Several approaches already exist in this domain, ranging from evolutionary algorithms [8] to ant colonies [9]. Our algorithm takes a different approach, similar to a text file comparison algorithm developed by Miller and Myers [10], but with less memory requirements, but also less precision. Starting at a seed, first the downstream (left) and then the upstream (right) part of the sequence is aligned. As long as the sequence and the reference match, the seed is extended. As soon as a mismatch is found, a decision has to be taken, either the mismatch is a insertion, a deletion or a simple mismatch. To make this decision, all three possibilities are evaluated. To do so, the score of all possibilities is evaluated, and the best one is chosen to continue the extension. This is where the algorithm differs from other algorithms, as every decision is final and can not be reevaluated at a later stage. To evaluate every possibility, the gapless extension score (sum of all matches and mismatches from that position) is added to the base cost for that choice (a short indel will for example have a lower cost than a longer one). The extension score is based on the comparison of the sequence and the reference, but gives less weight to the positions further away from the seed than the ones closer to it.

The following paragraph will explain the algorithm through an example. In this example the sequence ACATGCA (left) is aligned against the reference ACGGATG (top), allowing for indel sizes of maximum 2. Starting at the top left in Figure 2a, 2 matches are found. Matches are marked as green, mismatches as red. As long as the reference and the sequence to align match, the alignment can be extended with no further options being evaluated (as seen for the two first positions). On the third comparison from the top left, a mismatch is found.

Now all possibilities have to be evaluated. Those possibilities are:

- The mismatch is a normal mismatch and the alignment continues on the same diagonal, figure 2a
- The mismatch is a deletion of size 1 or 2, figure 2b
- The mismatch is an insertion of size 1 or 2, figure 2c

In figure 2a the mismatch case is evaluated. This is done by simply extending the alignment on the same diagonal. Figure 2b shows 2 scenarios, a deletion of 1 or 2 bases. For those scenarios, 1 or 2 bases are skipped horizontally in the matrix, and the diagonals are explored. Same goes for figure 2c where the 2 possible insertion scenarios are explored, this time skipping 1 and 2 bases vertically. Visually it can be seen that the 2 base deletion scenario is the best one, as all the bases match on the diagonal. To evaluate which option is
the best, there are several possibilities. Either the total amount of match and mismatches can be counted for every option, or matches and mismatches at the beginning of the diagonals are weighted more. The later approach has the advantage that if there are indels on the diagonal to be tested, they will not influence the score too much. This is the approach the proposed algorithm takes. This also has the advantage that not the complete diagonal needs to be tested, as at a certain distance the importance of a comparison will be so low, that it can be discarded.

A simple linear function is used, where \( r \) is the reference sequence, \( s \) the sequence to be aligned, \( x \) the maximum amount of bases to look at in the diagonal and \( M \) the score for a matching position.

\[
f(r, s) = \sum_{p=0}^{x} m(r_p, s_p) \cdot \left( \frac{2-x}{x} \right) M
\]

\( m(a, b) \) is a function that compare two characters:

\[
m(a, b) = \begin{cases} 
1 & \text{if } a \text{ equals } b \\ 
-1 & \text{otherwise} 
\end{cases}
\]

To make the final call on which scenario is the best one, the base cost of the scenario is added to the score calculated with \( f(r, s) \). Insertion and deletions have a higher cost in the scoring function than a simple mismatch. This leads us to the 3 functions describing the cost of every option:

- **Mismatch score** = \( f(r, s) \)
- **Insertion of length \( l \) score** = \( I + E \cdot (l - 1) + f(r_p, s_{p+l}) \)
- **Deletion of length \( l \) score** = \( I + E \cdot (l - 1) + f(r_{p+l}, s_p) \)

Where \( I \) is the cost to start an indel, and \( E \) is the cost to increase the size of an existing indel by 1. The Option with the highest score will be chosen.

After the alignment is finished, several post processing techniques can be applied. For example trimming bad quality borders. Due to the way DNA sequencing works, the borders of the sequences are often less accurate. To address this, one of the processing steps cuts off faulty ends. That way mismatches at both ends are cut off. By default a both ends can be cut off up to 5% of the total sequence length. Other algorithms like Gotoh do this implicitly. Other improvements that can be made are merging of indels that are close to one another and placing indels at the leftmost position in a homopolymer.
4 Complexity

The way the insertion and deletion score is calculated allows to add affine gap penalty costs easily, in the example formula for the indel extension score it is already integrated. The algorithm is designed to abort if a certain amount of mismatches or insertions and deletions have been found. The maximum indel size can also be configured. Those configurations have a direct impact on the complexity of the algorithm. If there is a maximum of $x$ mismatches allowed, the maximum length of the indels is $l$ and the maximum length of the diagonals to be explored is 16, then the maximum amount of comparisons in the algorithm is $m + 2xl \times 16$, which translates to a complexity of $O(m + xl)$, where $m$ is the length of sequence to be aligned. The minimum complexity, if the reference and the sequence are a perfect match, is $O(m)$. Compared to the complexity of at least $O(n \times m)$, where $n$ is the length of the reference sequence, of the classical algorithms, the proposed algorithm is potentially faster than the classical ones, specially if the initial seed is chosen well. It has to be noted, that $n$ is usually reduced to be similar in size to $m$ when aligning, which leads to a complexity of $O(m^2)$.

Assuming that the complete reference and sequence can already be found once in the memory and as there is no matrix to be constructed, the memory complexity is $O(1)$. The size of the reference and the size of the sequence to be aligned do not affect the memory usage as the algorithm only solves one mismatch at a time and takes a final decision on how to align it, this keeps the memory requirement low. This is very good compared to the classical algorithms which often have a memory complexity of $O(n \times m)$, or $O(m^2)$ when $n$ is similar in size to $m$. The Gotoh algorithm for example creates 3 matrices, each of the size $m \times n$.

5 Quality

To test the alignment quality, 40k simulated sequences were aligned using the heuristic approach and the Gotoh algorithm, which is an improved version of the Waterman-Smith algorithm, allowing for affine gaps while keeping the same execution and memory complexity. The correct seed for every sequence was known, thus both algorithms had to check only one candidate position, which should result in a successful alignment. The sequences contained up to 5% errors and on top of that up to 3% deletions with a length of 1 to 5. Two datasets were produced, one with only 2 deletions which can not be close together, and one where a variable amount of deletions can be found, potentially close together. Figure 3 shows the boxplot for the first dataset and the second dataset. The figures contain the boxplot of the percentage of the score the heuristic algorithm achieved compared to the Gotoh algorithm. The result is rather good for the heuristic algorithm, specially in the case of only 2 deletions per sequence. In the second dataset where there is a variable amount of deletions per sequence, one of the weaknesses of the algorithm appears. When 2 deletions are close together, the algorithm can take the wrong decision and decide to use an insertion instead of a deletion. But even considering that, the median score is about the same as the one achieved by Gotoh. Both dataset show outliers, with scores as low as 3% and 20% worse than the Gotoh algorithm.

Without looking at the outliers we can see that the alignment using the heuristic is nearly identical to the Gotoh version on the first dataset. It even scores slightly higher in certain cases, which is due to a more aggressive skipping behavior of Gotoh, which can lead to too some unnecessarily skipped bases at the borders of the sequence. Further testing revealed one quality problem with the heuristic approach. Depending on which seed is chosen in a sequence, the results can slightly vary. While they may be correct (for example an indel that can potentially be placed at different places with the same score), the variant detection on the alignment becomes harder.

It has also to be noted, that for the second dataset 2.4% of the sequences did not find a valid alignment using the heuristic approach.

6 Performance

To assert the performance of the algorithm, it was directly compared to the Gotoh algorithm. Both algorithms were implemented in an unaccelerated version, meaning, no multithreading, GPU (Graphics processing unit) acceleration or SIMD (Single Instruction, Multiple Data) instructions where used that could affect both algorithms differently. There is a big potential to speedup the Gotoh algorithm using those techniques
[11], while this potential is currently not explored for the proposed algorithm. The second dataset, which has more deletions, was used. Figure 4 shows the result of this comparison (logarithmic scale), which is as expected by the complexity of both algorithms. The time needed to align using the Gotoh algorithm increases quadratically with the read size, but with the proposed algorithm it increases only linearly. For sequences of length 100, the heuristic is about 6 times faster than Gotoh and for sequences of length 350 about 24 times faster.

7 Possible improvements

As expected, the algorithm does not return the optimal solution for an alignment, but it does rapidly give an approximate alignment that in most cases is very close to the optimal solution. But there is a big potential
for improvements. For example, the formula described to calculate the score for an insertion or deletion does not work for long indels. For an indel to be selected as an option over a mismatch, the score for it must be higher than the mismatch case. If the base cost of the indel \((I + E \times (l - 1))\) is higher than the maximum score it can get through the extension \((\sum_{p=0}^{x} m(r_p, s_p) \times (x - p) \times M)\), it will never be selected. With \(I = 9, E = 2, M = 3\) and \(x = 16\), the maximum length of an indel that can be detected (if all the bases match after the indel) is 22, but only if the Match case has the lowest possible score \((-25.5)\) and the indel gets the highest extension score 25.5. One way to solve this problem is to make \(x\) depend on the desired maximum indel length \(l\).

Another issue is that to choose an option, indels are no longer considered when creating the extension score, only matches and mismatches are counted. If an indel is close to the start of the diagonal to be tested, the score will be wrong and a wrong decision can be taken. This could be addressed by reapplying the same logic as in the extension during first step on every mismatch, thus creating a tree of possibilities. The debt of that tree could then be configurable, to be able to control the impact on the algorithmic complexity.

Another problem is, that when the heuristic takes a wrong decision, it will not recover from it. This problem could be limited by using multiple seeds for the same sequence, thus limiting the damage that can be done with one wrong decision.

8 Conclusion

The heuristic alignment approach is an interesting and fast one. The quality of the alignment, while expectedly not as good as with Gotoh, is very good depending on the dataset. While depending on the quality requirements, the alignment can be used directly, it is advisable to realign the sequences using an algorithm like Gotoh and only use the heuristic approach to identify good candidate positions for the final alignment. First tests to use this hybrid approach are promising and will be subject of further research. There are still many improvements can be made to the algorithm as described in 7. If the proposed improvements are viable will also be subject of further research.
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